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Note: this week's issue includes a lot of C code. I start with Markdown files, and use pandoc to generate HTML and PDF formats. In the original version, which I sent out as an TinyLetter e-mail newsletter, there was no multi-color syntax highlighting applied to the Code, because TinyLetter would not let me include special CSS in the outgoing e-mail messages. I consulted with Tinyletter's tech support team and was told the platform strips out custom CSS, and there is no way around this when using the free tool, as opposed to the paid MailChimp platform. This standalone document should include syntax highlighting. However, depending on the format you are looking at and the device you are using, it may still not look right, for which I apologize.
If you're reading the HTML version and the code sections are too wide to fit in your window, look for a horizontal scroll bar at the bottom of the code sections. The standard HTML template that comes with pandoc is general-purpose and not really optimized for code-heavy articles like this one. The code sections look very strange on mobile browsers, such as Safari on my iPhone. I don't know how to fix that. At some point, I may try tinkering with the template, but I have no expertise in the arcane worlds of CSS and TeX, and given the limits on my free time, I have to choose my battles.

## Friday

It's been over two weeks since this cold or whatever started, and I am still coughing, but just a bit. I am hoping that this weekend, my system will finally clean out that last of the nasties and give me some peace.

## Grace's Road Trip

Grace is traveling this weekend - she left at about midnight last night for Connecticut, with Sam, Elanor, and Malachi. She is going to visit her long-time friend and help her celebrate her fiftieth birthday. It's not a great weekend to be traveling, as there is a major storm on its way through. Here in the Ypsilanti area, it is supposed to start snowing late tonight, and we might have five to eight
inches by noon on Saturday. So that should be exciting. But Grace should be hunkered down in Hartford by the time the storm gets there.

I don't think I could drive through the night like she did, even with coffee. OK, maybe with coffee. But I would be in a hell of a bad mood by the time I got there. It seems crazy, until you consider that driving through the night is actually the easiest way to manage a long road trip with babies in car seats. They (mostly) remain on their sleep schedule, and so will sleep most of the way.

## Twelve Hours Later

Twelve hours later, I got a message from Grace telling me she had almost made it through Pennsylvania. If you've ever made that cross-country road trip, you know that Pennsylvania is a significant challenge. Taking I-80 across, it is over 300 miles, and takes upwards of 5 hours, not including breaks, and it feels almost endless, because long stretches of I-80 don't give you much to look at.

She took my car, our 2003 Honda Element, because it seems to be in slightly better shape than her car. Michigan roads are pretty terrible, and so the Element has some suspension damage, but I don't think it is about to fall apart. At least, I hope it isn't. This week, I got an oil change, new wiper blades, new air and oil filters, and had the radiator flushed and filled - basically, I had the oil change place do everything on their menu while I sat in the car and gritted my teeth about the cost. It was long overdue for an oil change, but fortunately I had the oil changed before I had to change the engine instead. Then I went back in the next day to have them double-check that the radiator was not showing any signs of leakage. It wasn't. So the Element is in as good a shape as I could get it, for the long road trip, although it really needs that suspension work, as soon as I have some money to pay for it. And I don't know yet what we're going to do about her car, which is a veritable pinball machine of warning lights, lurches, and disturbing noises; the laundry list of fixes the mechanic recommended is as weighty as an old-fashioned phone book.

I continue to be impressed by how reliable the small Honda engines are, especially when compared to the Chevrolet engines. I say this despite the fact that our old Odyssey burned up two transmissions, and apparently there are a number of recent recalls for completely different transmission issues. So don't buy an Odyssey. Buy a 2003 Element, I guess, but only if you can find one from California, so it hasn't been corroded away by road salt. Also, I can attest that it is stylish as hell, and a babe magnet, especially if, like me, you never wash it.

I'll be lonely this weekend, but I'll also get better sleep. And maybe Grace and Sam will have some excitement to report when she gets back.

This week I have a technical essay for your consideration. It's about programming, and specifically C programming, so I realize that it might be of limited interest to many or most of you. But I have tried to include some notes about the why and how - about my process of developing code, which is pretty similar to my
process of writing. So that might make it a bit more interesting, if your eyes glaze over when reading C code.

## My Process by Example: a Base64 Library

These days the programming work I do is mostly embedded programming. I write code for different chips of various sizes and speeds, but in general they are much slower and smaller than the Intel microprocessors found in your average desktop computer. One device I recently used has only 32 bytes of memory not gibibytes, not mebibytes, not kibibytes, but bytes. I chose this part for the product specifically because it can be run at a very slow clock speed, allowing it to consume a tiny amount of battery power and run for a long time on a charge. It's tiny, but in the product, that device runs a program consisting of about 900 lines of C code and is central to several of the product's features.

The chip I'm writing for now is huge compared to that one - it has 64 kibibytes, or $64 * 1024$, or 65,636 bytes of memory - 2,048 times more memory than that small 32-byte chip. But a limiting factor is the amount of flash memory storage it has, which determines the size of the program you can run on it. This chip has only 128 kibibytes. The code I'm working on now is the bootloader, which I am trying to squeeze into 16 kibibytes, to leave as much space as possible free for the application programs.

For various reasons, I wanted to implement an encoding scheme called Base64. Slightly different versions of Base 64 are commonly used to encode data that is then transmitted in a variety of ways, but they have some key things in common:
...Base64 is designed to carry data stored in binary formats across channels that only reliably support text content...
and the different versions all
...represent binary data in an ASCII string format by translating it into a radix-64 representation.
"Radix-64" just means there are 64 possible symbols. "Channels that only reliably support text content" include e-mail messages and Internet URLs. I am using it to encode the binary contents of firmware updates, sent in packets. I'm doing this for several reasons. One reason is that if I limit the set of data bytes that can legally appear in the payload of the packets, I can more easily differentiate the packet delimiters - the "overhead" of the packet - from the data it is carrying.
To understand this, imagine that you are purchasing groceries, and lining them up on the conveyor belt in a checkout line. There are plastic dividers you can place on the belt to help make sure that the cashier knows the difference between the groceries you want to buy, and the groceries the person in front of you and behind you want to buy.

That works great because the grocery store doesn't actually sell those plastic dividers. But what if they did, and you wanted to buy a load of groceries that included some number of those plastic dividers? Things could get confusing fast, because it wouldn't be possible to reliably distinguish the order dividers from the order content. There are various rules you could put in place to try to keep things working in an orderly way. You might make a rule that everyone has to buy 32 grocery items per order, and if they want to buy fewer than 32 items, they have to add candy bars to their order until they have 32 . You might make a rule that each order had to start with a slip of paper indicating the number of items in the order, which would work as long as the store didn't sell slips of paper with numbers on them. You could come up with schemes to "encode" the plastic dividers - for example, two plastic dividers in a row means you want to buy one of them, while one divider means your order is finished. But each and every scheme adds various amounts of complexity and overhead to the store's grocery checkout process, and you'd better make sure that the checkout clerks (the decoders) and the customers (the encoders) know the rules.

I chose Base64 because it was one of the simplest ways to solve the problem. The set of 64 characters I use to encode my groceries doesn't include any of the plastic dividers - this set of characters is completely distinct from the set that indicates the start and end of the packet, or grocery order, so there is no need to "escape" any of the characters in the packet. There are other safeguards in my serial protocol to help keep things as reliable as possible, but I am not going to talk about those today. And one of the nice things about Base64 is that

Base64 encoding converts three octets [bytes] into four encoded characters.
so there is always a nice three-to-four ratio, making it relatively easy to calculate the size of the encoded data from the plaintext, and vice-versa. The only complications, and they aren't all that complicated, come when you want to encode fewer than 3 bytes, or decode fewer than 4 bytes.
Let's say we want to encode:
>The quick brown fox jumps over the lazy dog's back.
Base 64 gives us this:
>VGh1IHF1aWNrIGJyb3duIGZveCBqdW1wcyBvdmVyIHRoZSBsYXp5IGRvZydzIGJhY2su
That doesn't really help with a string like this; we could have put the original string directly in an e-mail message. But let's say we want to encode this series of bytes (in hexadecimal):

```
0x00 0x01 0x02 0x03 0x80 0x81 0x82 0x83
0xF0 0xF1 0xF2 0xF3 0xFD 0xFE 0xFF
```

Those bytes can't go as-is into an e-mail message. But encoding the bytes with Base 64 gives us this:

## AAECA4CBgoPw8fLz/f7/

And that text can.
The actual Base64 standard I'm using is here, if you want to read more about it; I use the "URL and Filename safe" version of the Base64 alphabet, which does not use slashes. But before I continue, let's take a look at a diagram that shows how 24 bits from three plaintext input bytes get shuffled into four output bytes and then these output bytes get translated into the Base64 character set:


In pseudo-code, we have something like:

```
output byte 0 =
    bits 7..2 of input byte 0 (H, G, F, E D, and C)
        shifted right by 2
output byte 1 =
    bits 1..0 of input byte 0 (A and B)
        shifted left by 4, and
    bits 7..4 of input byte 1 (P, O, M, and N)
        shifted right by 4
output byte 2 =
```

```
    bits 3..O of input byte 1 (L, K, J, and I)
    shifted left by 2, and
    bits 7..6 of input byte 2 (X and W)
    shifted right by 6
output byte 3 =
    bits 5..0 of input byte 2 (V, U, T, S, R, and Q)
```

The values of these 4 byte are in the range $0 . .63$ and so the high 2 bits are always zero. These values are then translated into our Base64 ASCII character set.

Note that to decode the Base64-encoded data, we really just work our way through the diagram from the bottom up, instead of the top down.

This illustrates something interesting about the Base64 encoding. Correctly encoded data can't have a length of 1 , or 5 , or 9 , etc. because when we have one input byte, we get two output bytes. Two input bytes will turn into three output bytes, and three input bytes will turn into four output bytes. No number of input bytes will produce one output byte.

This means that figuring out the length of the plaintext from the length of the encoded text is a bit complicated, because there are "illegal" values.
For any of our legal values, we can write:

```
plaintext_length = encoded_length * 3 / 4
```

But the "illegal" values of 1,5 , etc. will produce zero. To filter out these illegal values, we can check if:

```
((encoded_length % 4) == 1)
```

which should never be the case in correctly encoded Base64 data.
That uses the \% operator, which is known as modulo. If you aren't familiar with modular arithmetic, you can read up on it here:

In modular arithmetic, numbers "wrap around" upon reaching a given fixed quantity, which is known as the modulus (which would be 12 in the case of hours on a clock, or 60 in the case of minutes or seconds on a clock).

The $\%$ operator in C can be better thought of as the remainder operator, since it doesn't behave like a true modulo operation when the left hand side is negative. And because different versions of the C standard make different guarantees about the modulo operator when applied to negative numbers, I generally avoid using it on signed values.
If we are encoding, and our input data stream contains a multiple of 3 bytes, then the encoding behavior will be covered by the three-in, four-out diagram above. All the bits are accounted for. If we are decoding, and our input data stream contains a multiple of 4 bytes, we're just doing that process backwards,
and again all the bits are accounted for. But my encoding and decoding functions have to be able to handle any legitimate number of data bytes, so we'd better make sure we know what happens to leftover bytes when we're encoding a partial group of three bytes, or decoding a partial group of four bytes.

One input byte will yield a group of four output bytes where only the contents of the first byte is fully specified before translation into the Base64 character set. We will stipulate that if we write a byte, we will always write the two high bits as zero since we we only support 6 -bit values, but what about the low bits of a partially-filled byte, and what about the bytes in the output we don't write?

```
leftover input byte 
    | | | | | | | |
    | | | | | | \ \
    | | | | | | \ \
    |||||| | \
    | | | | | | \ \
    | | | | | | \ \
    lllllll
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
    | | | | | | | |
[ O O H G F E D C ] [ O O B A ? ? ? ? ] [ ? ? ? ? ? ? ? ? ] [ ? ? ? ?? ? ? ? ]
```

In our pseudocode:

```
output byte 0 =
    bits 7..2 of input byte O (H, G, F, E D, and C)
        shifted right by 2
output byte 1 =
    bits 1..0 of input byte 0 (A and B)
        shifted left by 4, and
    ?
output byte 2 =
    ?
output byte 3 =
    ?
```

Two leftover input bytes will yield a group of four output bytes where only the contents of the first byte and the second byte are fully specified:

```
leftover input byte 1 leftover input byte 2
[ H G F E D C B A ] [ P O M N L K J I ]
\begin{tabular}{llllllllllllllll}
\(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) \\
\(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\backslash \backslash\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) \\
\(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\backslash \backslash\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) \\
\(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\backslash \backslash\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) \\
\(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\backslash\) & \(\backslash\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & \(\mid\) & 1
\end{tabular}
    | | | | | | \ \ | | | | \ \ \ \
    | | | | | \ \ | | | | \ \ \ \
    | | | | | | \ \ | | | | \ \ \ \
    | | | | | | | | | | | \ \ \ \
    | | | | | | | | | | | \ \ \ \
    | | | | | | | | | | | | \ \ \ \
    | | | | | | | | | | | \ \ \ \
    l lllllllllllllllll
    | | | | | | | | | | | | | | |
    | | | | | | | | | | | | | | | |
    | | | | | | | | | | | | | |
[O O H G F E D C] [ O O B A P O M N] [O O L K J I ??] [????????]
```

In pseudo-code, we have something like:

```
output byte 0 =
    bits 7..2 of input byte 0 (H, G, F, E D, and C)
        shifted right by 2
output byte 1 =
    bits 1..0 of input byte 0 (A and B)
        shifted left by 4, and
    bits 7..4 of input byte 1 (P, O, M, and N)
        shifted right by 4
output byte 2 =
    bits 3..O of input byte 1 (L, K, J, and I)
        shifted left by 2, and
    ?
output byte 3 =
    ?
```

We have similar situations going the other way (decoding the Base64-encoded data), in cases where we are decoding two or three bytes instead of four, but I'll let you draw the diagrams for those cases.

Unpredictable things like those question marks, in code, are bad. Sometimes things like this can result in security holes, making it possible to get access to leftover data that comes from other processes. So, we should come up with rules to make everything well-defined. We can say that bits that are part of a partly-defined output byte will be set to zero, but fully undefined output bytes - the ones that contain all question marks in the above diagrams - won't be written at all, so our code should never accidentally stuff leftover data into them. In other words, our encoder and decoder function won't write bytes when it doesn't have any data to stuff into them. That seems simple enough. This fixes some of the question marks in the pseudo-code. In the case of one input byte, we can modify our pseudo-code for output byte 1 :

```
output byte 1 =
    bits 1..0 of input byte 0 (A and B)
        shifted left by 4, and
    bits 7, 6, 3, 2, 1, and 0 = 0
```

In the case of two input bytes, we can modify our pseudo-code for output byte 2 :

```
output byte 2 =
    bits 3..O of input byte 1 (L, K, J, and I)
        shifted left by 2, and
    bits 7, 6, 1, and 0 = 0
```

This fixes the questions about what goes into the partially-specified output bytes, and as I mentioned above, the bytes we don't have anything to write into won't be written at all. This also means that our simple implementation never pads the output with extra bytes.

The Base64 RFC defines a scheme for padding. The missing bytes from a final incomplete group of four ASCII characters are filled with a suitable 65th ASCII character, the equals sign. You might see either one or two of those padding characters on the last line of a Base64-encoded block of ASCII data, in (for example) an e-mail message. Because a partial group of four will always have at least two characters in it, we will only ever see one or two padding characters, not three.

Padding is not strictly required in most cases, since we can determine the number of output characters in the last group by just counting characters. But some applications use it, and it isn't hard to handle padding bytes, since they can be distinguished from the other 64 legal ASCII characters. So for maximum compatibility, let's make our decoding function handle padding bytes if they are present, even though our encoding function doesn't use them.

After studying the problem and drawing some diagrams to make sure I fully understood the algorithms needed, I looked around to see if there was a good open-source implementation of Base64 encoding that I could borrow. There are plenty of implementations out there, and some of them have licenses that would allow me to borrow them. But all of them seemed overly complicated for what I
wanted to do. For example, here's the encoding function from FreeBSD:

```
unsigned char * base64_encode(const unsigned char *src, size_t len,
            size_t *out_len)
{
    unsigned char *out, *pos;
    const unsigned char *end, *in;
    size_t olen;
    int line_len;
    olen = len * 4 / 3 + 4; /* 3-byte blocks to 4-byte */
    olen += olen / 72; /* line feeds */
    olen++; /* nul termination */
    if (olen < len)
        return NULL; /* integer overflow */
    out = os_malloc(olen);
    if (out == NULL)
        return NULL;
    end = src + len;
    in = src;
    pos = out;
    line_len = 0;
    while (end - in >= 3) {
        *pos++ = base64_table[in[0] >> 2];
        *pos++ = base64_table[((in[0] & 0x03) << 4) | (in[1] >> 4)];
        *pos++ = base64_table[((in[1] & 0x0f) << 2) | (in[2] >> 6)];
        *pos++ = base64_table[in[2] & 0x3f];
        in += 3;
        line_len += 4;
        if (line_len >= 72) {
            *pos++ = '\n';
            line_len = 0;
        }
    }
    if (end - in) {
        *pos++ = base64_table[in[0] >> 2];
        if (end - in == 1) {
            *pos++ = base64_table[(in[0] & 0x03) << 4];
            *pos++ = '=';
        } else {
            *pos++ = base64_table[((in[0] & 0x03) << 4) |
                (in[1] >> 4)];
            *pos++ = base64_table[(in[1] & 0x0f) << 2];
        }
```

```
    *pos++ = '=';
    line_len += 4;
    }
    if (line_len)
        *pos++ = '\n';
    *pos = '\0';
if (out_len)
    *out_len = pos - out;
return out;
}
```

It is not too difficult to figure out what this function is doing. First there are a few lines that do error checking and memory allocation:

```
olen = len * 4 / 3 + 4; /* 3-byte blocks to 4-byte */
olen += olen / 72; /* line feeds */
olen++; /* nul termination */
if (olen < len)
    return NULL; /* integer overflow */
out = os_malloc(olen);
if (out == NULL)
    return NULL;
```

This code precalculates the output length, then adds the number of extra characters needed to break the output into 72 -character lines, then adds one more for C string termination. Then it compares the calculated output length against the input length; if the calculated length, which should be larger, is smaller, then it concludes that the output length calculation has overflowed and wrapped around, and so is nonsense. This test did does not look entirely safe to me at first glance, though; I wondered if it might be possible to select an input length close to $2^{\wedge} 31$ which would result in a wrapped-around olen which is greater than or equal to len. But thinking about it a little more, I concluded that it is probably correct; it's rare these days to find an actual bug in the BSD code base, as it has been looked over very thoroughly by lots of smart people over the years.

Then the code allocates an output buffer, and checks to see if the allocation failed.

That's a lot of things going on in one function. I don't actually want to break my output data into lines, since I'm not formatting them for an e-mail message. I'm not working with C string functions, so I don't want the NUL termination. And I'm writing this to run on a small embedded system, so I don't actually want to allocate memory, either. So this function is doing more than I want a Base64 encoding function to do. And there is something odd about the length calculation in the first line:
olen $=$ len $* 4 / 3+4 ;$
It's not right. Well, it's not right for $m y$ use case.
Let's say I wanted to write a function to get the encoded size from the plaintext size. That function has the prototype something like this:

```
int Base_64_Get_Encoded_Size( int plaintext_size );
```

In everyday math, the ratio is $4: 3$, so you might think that you can simply write an expression like this:

```
encoded_length = plaintext_length * 4 / 3
```

But that doesn't actually do what we want. We want an integer result, and integer division in C truncates the result. So a little thought and experimentation in Excel shows that we want to round up before dividing. The formula in Excel looks like this:

FLOOR ( plaintext_length * 4 + 2) / 3, 1)
In C, we don't need to include the FLOOR, so that expression looks like

```
(plaintext_size * 4 + 2) / 3
```

Why the discrepancy between this and the len ${ }^{*} 4 / 3+4$ expression in the FreeBSD code above? Well, it turns out that their calculation assumes that we are going to insert the padding characters I mentioned above. There's no option not to insert it. I don't want the overhead of padding all the time. If I borrowed this code, I would want to change that. This is an example of why, if we are considering borrowing code from other sources, it is critical to understand exactly what each line does.

The list of things I would have to change to meet my needs is starting to get pretty long. But let's look at how the function actually works, just to make sure we understand it. The next group of lines of code looks like this:

```
end = src + len;
in = src;
pos = out;
line_len = 0;
while (end - in >= 3) {
    *pos++ = base64_table[in[0] >> 2];
    *pos++ = base64_table[((in[0] & 0x03) << 4) | (in[1] >> 4)];
    *pos++ = base64_table[((in[1] & 0x0f) << 2) | (in[2] >> 6)];
    *pos++ = base64_table[in[2] & 0x3f];
    in += 3;
    line_len += 4;
    if (line_len >= 72) {
        *pos++ = '\n';
        line_len = 0;
```

I'm not sure why they are using separate in and pos values; those src and out parameters are copies of the data passed by the calling function. They aren't declared const, so they can be updated; there's no need to create these local variables and copy in the parameters. I'm not quite sure why this function uses them. It may have to do with memory safety, which is not something I usually need to worry about when writing code for my small chips. Or it may just be a matter of style.

In any case, let's move on to the while loop. What it does is pretty simple. It just tries to write as many four-character output groups as possible. It does this as long as there are at least three input bytes left. We wouldn't need or want that conditional logic to break lines of text, but the rest is not too complicated.

After we've run out of full four-character output groups we can write, the next group of lines does "mopping up," to handle any remaining work:

```
if (end - in) {
    *pos++ = base64_table[in[0] >> 2];
    if (end - in == 1) {
        *pos++ = base64_table[(in[0] & 0x03) << 4];
        *pos++ = '=';
    } else {
            *pos++ = base64_table[((in[0] & 0x03) << 4) |
            (in[1] >> 4)];
        *pos++ = base64_table[(in[1] & 0x0f) << 2];
    }
    *pos++ = '=';
    line_len += 4;
}
if (line_len)
    *pos++ = '\n';
```

If there are any leftover input bytes at all, the code writes the bits from the first input byte to the first output byte. This will only keep six bits from the input byte and because the type is unsigned, zero bits will be shifted in (this is a "logical shift"), so the output byte is fully defined. Then it handles several cases:

- If there is exactly one leftover input byte, the code writes the remaining bits from the first input byte into the second output byte (remember our diagram above: in each group, the bits from the first input byte get split across the first two output bytes), and then adds a padding character to the output. Bits in the second output byte that don't come from the single input byte will also be written as zero, because of the way the value is calculated: it keeps two bits from the first input byte and again, because
the type is unsigned, zero bits will be shifted in (this is also a "logical shift").
- If there is more than one leftover input byte (and the only remaining option here is that there are two leftover input bytes), the code writes the remaining bits from the first input byte combined with bits from the second input byte into the second output byte, and then writes the rest of the bits from the second input byte into the third output byte. The bits in the three output bytes that don't come from either the first or second input bytes will wind up as zero.

After handling these two cases, the code adds a padding character, so we always end up with either two or one padding character to pad out the group of four output bytes.

Then, if the code has written any characters, it inserts another line break, so that the last line of output data will always have a line break at the end, even if it is shorter than 72 characters.

Then, there are a few more lines of code:

```
*pos = '\0';
if (out_len)
    *out_len = pos - out;
return out;
```

These lines terminate the output string, stores the number of bytes written, if any were written, and returns the pointer to allocated memory.

So, there were quite a few things in that code I wanted to change. I didn't want to do any allocation. I didn't want to add any line breaks, or any padding characters. Adding line breaks would mean extra storage, and I have to watch every byte. But worse, they would complicate the simple size calculations. And they would also mean I'd have to either filter them out before passing data to my decoding function, or complicate the decoding function by adding in logic to skip them, which means more code.
It was starting to look like it would be almost as much work to modify this code as to write something new. So I decided to write something new.

My first step was to write a way to turn six-bit values into their corresponding ASCII characters. I took that on first because it was simple. In the BSD code, they use a table lookup, with an array as the table. So I made my own table:

```
static const uint8_t to_base_64_a[ENCODING_TABLE_SIZE] = {
    'A', 'B', 'C', 'D', 'E', 'F', 'G', 'H',
    'I', 'J', 'K', 'L', 'M', 'N', 'O', 'P',
    'Q', 'R', 'S', 'T', 'U', 'V', 'W' ,'X',
    'Y', 'Z', 'a', 'b', 'c', 'd', 'e', 'f',
    'g', 'h', 'i', 'j', 'k', 'l', 'm', 'n',
    'o', 'p', 'q', 'r', 's', 't', 'u', 'v',
```

```
'w', 'x', 'y', 'z', '0', '1', '2', '3',
'4', '5', '6', '7', '8', '9', '-', '_' };
```

Our ENCODING__TABLE__SIZE is 64 bytes. A zero byte becomes the character 'A,' a 1 byte becomes 'B,' etc.

While I was at it, I wanted to write code to let me do the reverse lookup, translating ASCII characters from our 64-character Base64 character set back to bytes in the range $0 . .63$. But the reverse is not so simple, because our ASCII characters are not contiguous. The dash is 45 in ASCII, the numerals are 48 to 57 , the uppercase letters are 65 to 90 , the underscore is 95 , and the lowercase letters are 97 to 122 . So I either have to use a much larger lookup table, or use code like so:

```
if ((byte_in >= 'A') && (byte_in <= 'Z'))
{
    /*
        Values 0..25
    */
    byte_out = byte_in - 'A';
}
else if ((byte_in >= 'a') && (byte_in <= 'z'))
{
    /*
        Values 26..51
    */
    byte_out = byte_in - 'a' + 26;
}
else ...
```

etc., with three more special cases. That means there is a decision to make do I want to use more code, or more data? I decided to write it both ways, so that I could test both options, to see which one used less precious flash memory.
Before I even started to write the encoding function, I wrote a test function, so that I could call the test function and use it to verify that all the test cases worked right. Here is part of that test function:

```
uint8_t source_bytes_1[1] = { 0xA5 };
uint8_t source_bytes_2[2] = { 0xA5, 0xC3 };
uint8_t source_bytes_3[3] = { 0xA5, 0xC3, 0x3C };
uint8_t source_bytes_4[4] = { 0xA5, 0xC3, 0x3C, 0x5A };
uint8_t dest_bytes_0 [1] = { 0xFF };
uint8_t dest_bytes_1 [3] = { 0xFF, 0xFF, 0xFF };
uint8_t dest_bytes_2 [4] = { 0xFF, 0xFF, 0xFF, 0xFF };
uint8_t dest_bytes_3 [5] = { 0xFF, 0xFF, 0xFF, 0xFF, 0xFF };
uint8_t dest_bytes_4 [7] = { 0xFF, 0xFF, 0xFF, 0xFF, 0xFF, 0xFF, 0xFF };
```

```
uint8_t out_byte_count;
Encode_Base_64(source_bytes_1, dest_bytes_0, 0, &out_byte_count);
Encode_Base_64(source_bytes_1, dest_bytes_1, 1, &out_byte_count);
Encode_Base_64(source_bytes_2, dest_bytes_2, 2, &out_byte_count);
Encode_Base_64(source_bytes_3, dest_bytes_3, 3, &out_byte_count);
Encode_Base_64(source_bytes_4, dest_bytes_4, 4, &out_byte_count);
```

This line:

```
Encode_Base_64(source_bytes_3, dest_bytes_3, 3, &out_byte_count);
```

sends the address of our source__bytes__ $\mathbf{3}$ array,
\{ 0xA5, 0xC3, 0x3C \}
to our (still hypothetical) Base__64_Encode function. Here's what I want to happen:


When we generate those four binary byte values, we want to convert them into their corresponding ASCII character values. You can look them up in the lookup table above, or you can just take my word for it that the resulting values are 0x70, 0x63, 0x4D, and 0x38.

Note that there's a "sentinel" byte containing 0 xFF immediately after the fourth byte in our output buffer, so that I can verify it isn't changed. I do this to
reassure myself that the code didn't write more bytes to the output buffer than it was supposed to.

My test function has code that checks that the output buffer always looks exactly as expected; it checks each byte, including the "sentinel" bytes at the end, to make sure they weren't inadvertently overwritten. It's not really worth showing you all that code, because it is quite redundant, but here's the line that checks to see if what we wanted to happen actually happened:

```
if ((dest_bytes_3[0] != 0x70) || (dest_bytes_3[1] != 0x63) ||
    (dest_bytes_3[2] != 0x4D) || (dest_bytes_3[3] != 0x38) ||
    (dest_bytes_3[4] != 0xFF) )
{
    return 0;
}
```

I worked through the operations on paper, figuring out what combination of bitwise and operations, to extract bits, shift operations, and bitwise or operations to combine bits back together, were needed to shuffle the bits as shown in the diagram. After working that out, I was ready to ttry writing my own encoding function. Here's what I came up with:

```
void Base_64_Encode(uint8_t * in_p, uint8_t * out_p, uint8_t in_byte_count,
    uint8_t * out_byte_count_p)
{
    uint8_t in_byte_idx = 0;
    uint8_t out_byte_count = 0;
    while (in_byte_idx < in_byte_count)
    {
        uint8_t remaining_bytes = in_byte_count - in_byte_idx;
        if (1 == remaining_bytes)
        {
            out_p[0] = base64_a[ in_p[0] >> 2 ];
            out_p[1] = base64_a[(in_p[0] & 0x03 ) << 4 ];
            out_byte_count += 2;
            break;
        }
        else if ( 2 == remaining_bytes )
        {
            out_p[0] = base64_a[ in_p[0] >> 2 ];
            out_p[1] = base64_a[((in_p[0] & 0x03) << 4) | (in_p[1] >> 4)];
            out_p[2] = base64_a[((in_p[1] & 0x0F) << 2) ];
            out_byte_count += 3;
            break;
        }
        else
```

```
        {
        out_p[0] = base64_a[ in_p[0] >> 2 ];
        out_p[1] = base64_a[((in_p[0] & 0x03) << 4) | (in_p[1] >> 4)];
        out_p[2] = base64_a[((in_p[1] & 0x0F) << 2) | (in_p[2] >> 6)];
        out_p[3] = base64_a[ in_p[2] & 0x3F ];
        in_byte_idx += 3;
        out_byte_count += 4;
        out_p += 4;
    }
    }
    *out_byte_count_p = out_byte_count;
}
```

For my first attempt, I tried to make the function as simple as possible. And so, it worked correctly on the first try. But I wasn't really happy with it. It only supported the use of the lookup table for encoding, and it just seemed like it had too many lines of code, and in particular, too many repeated, or nearly exactly repeated, expressions. There are six \& operators and eleven shift operators. It just looked like I ought to be able to make it smaller and simpler.
So I experimented with different ways to shrink it down. I made some minor changes, but they didn't really result in a lot of improvement.

So I let that version percolate in my brain over a weekend, and then came back to it with a different approach.

First, I used a macro, TO__BASE_64, that allowed me to easily change the strategy I was using to generate the ASCII characters.

And second, I knew that I could simplify the code using a switch, implementing it in a way that looked something like Duff's Device, using fall-through so that I executed additional chunks of code only when necessary.
The key to making that work was to use a do loop with a switch inside it, and reverse the order: handle 3 or more input bytes first, then 2 , then 1 , then none; and also, reverse the order of writes into the output data within each case.

And then, finally, I found I could also do a neat trick with remaining_in__bytes, a sort of "lookahead" operation to optionally "or" in the bits I needed from the next input byte, which meant that if there isn't a next input byte, the bits are zeroes. This "lookahead" allowed me to conditionally add in those bits if we had "fallen through" from the previous case, without setting and checking a separate flag variable.
Of course, I didn't get there all at once. I tried a few experiments and revised the code several times before finally writing the main loop like this:
do

```
    {
        remaining_in_bytes = num_in_bytes - in_byte_idx;
        switch( remaining_in_bytes )
        {
            default:
                out_p[3] = TO_BASE_64( in_p[in_byte_idx + 2] & Ox3F );
                    FALLTHROUGH
            case 2:
            out_p[2] = TO_BASE_64(((in_p[in_byte_idx + 1] & Ox0F ) << 2 ) |
                    ((remaining_in_bytes > 2) ? (in_p[in_byte_idx + 2] >> 6) : 0 ) );
            FALLTHROUGH
            case 1:
            out_p[1] = TO_BASE_64(((in_p[in_byte_idx ] & 0x03 ) << 4 ) |
                    ((remaining_in_bytes > 1) ? (in_p[in_byte_idx + 1] >> 4) : 0 ) );
            out_p[0] = TO_BASE_64( in_p[in_byte_idx ] >> 2 );
            in_byte_idx += 3;
            out_p += 4;
            FALLTHROUGH
            case 0:
            break;
    }
} while (remaining_in_bytes > 3);
*num_bytes_written_p = encoded_size;
}
```

I am pretty happy with that, because it seems to me that it expresses what is happening in the diagram above with less redundancy, and does as little extra work as possible. There are now six $\&$ operators and five shift operators, although some folks might complain that the question-mark operator is confusing. I don't mind it, though, and use it frequently, because it is really just a way of writing an if expression that returns a value, and that's very useful.

FALLTHROUGH, by the way, is a macro. I want the compiler to not warn me about the fact that control "falls through" between the different cases. Automatic falll-through is a common source of errors in C programs. Most of the time, you do want the code to stop after executing one of the cases, and not continue executing into the next case. But this time I wanted it to fall through. So FALLTHROUGH becomes "whatever it takes to shut the compiler warning up, if it can be shut up." It also serves as an indication to the person reading the code that I intended to do it that way.

That isn't the whole function. It has "pre-flight" error checking. You give it the output buffer size, and it will confirm that it can do what you've asked, or return an error. If it succeeds, it tells you how many bytes it wrote.

If I want to pad the data, I can use another function I wrote which calls this function, and then writes the padding bytes, after first checking that it has enough additional room for them. That way, I only pay for the overhead of adding the padding bytes if I want padding.
Something very nice happened after writing that function. It allowed me to easily turn it "inside-out" to write the corresponding decode function, which clearly looks like the reverse algorithm. The core of it is very elegant - even simpler-looking than the core of the encoding function. It doesn't have those conditional expressions. Here's the core logic:

```
do
{
    remaining_out_bytes = plaintext_size - out_byte_idx;
    switch( remaining_out_bytes )
    {
        default:
            out_p[out_byte_idx + 2] =
                    (uint8_t)((FROM_BASE_64( in_p[2]) << 6) |
                        (FROM_BASE_64( in_p[3]) & 0x3F ) );
            FALLTHROUGH
        case 2:
            out_p[out_byte_idx + 1] =
                    (uint8_t)( (FROM_BASE_64( in_p[1]) << 4) |
                        ((FROM_BASE_64( in_p[2]) & 0x3C) >> 2) );
            FALLTHROUGH
        case 1:
            out_p[out_byte_idx ] =
                    (uint8_t)((FROM_BASE_64( in_p[0]) << 2) |
                        ((FROM_BASE_64( in_p[1]) & 0x30) >> 4) );
            out_byte_idx += 3;
            in_p += 4;
            FALLTHROUGH
        case 0:
            break;
    }
} while (remaining_out_bytes > 3);
```

I like that.

That seemed pretty good, so I left the code alone for a few weeks, and worked on other things.

## That Nagging Feeling

But it was nagging me a bit.
In his landmark book Structure and Interpretation of Computer Programs, Harold Abelson wrote:

Programs must be written for people to read, and only incidentally for machines to execute.

And I have always tried to write code that embodies that aphorism. I try to make simple things look simple, and complicated things also look simple. The encoding algorithm isn't really very complicated, as these things go, so I think it is reasonable to wonder if expressions like

```
out_p[1] = TO_BASE_64(((in_p[in_byte_idx] & 0x03) << 4) |
    ((remaining_in_bytes > 1) ? (in_p[in_byte_idx + 1] >> 4) : 0 ) );
```

are really the best way to express it.
For one thing, although I like to use whitespace to line up the parts of multi-line expressions, in order to make the grouping and structure visible, those conditional expressions make it ugly and hide some of that nice alignment of parallel parts of the expressions. It helps if we unfold the long lines, as shown in this fragment:

```
out_p[1] = TO_BASE_64(((in_p[in_byte_idx] & 0x03) << 4) | ((remaining_in_bytes > 1) ? (in_p
out_p[0] = TO_BASE_64( in_p[in_byte_idx] >> 2
```

If you're reading this as a PDF file, the lines above probably march right off the edge of the page (Sorry about that; I'm trying to make a point.) I've seen some textooks that include pages of code in landscape mode. That works but it makes them quite awkward to read, and in any case I don't know how to do that when using Markdown as a source format, although it probably can be done.

Monitors are much bigger than they were in the seventies, eighties, and nineties, and so I don't think we should feel like we need to stick to the width of old punch cards or green-screen terminals. These days I use a maximum line length of 150 characters when I'm writing $C$ code, and a limit of 120 characters seems to be common in my industry now. But if I want to make a readable printed copy of code that is up to 150 characters wide, to review offline, without making the typeface very tiny and hard for my middle-aged eyes to read, I have to either print in landscape mode, which makes for fewer lines of code per page and wasted paper, or print on 11 x17 (tabloid-size) pages. And I don't have a printer at home that will handle tabloid-size pages; they are expensive and large.

I guess one approach is just to say "I'm never going to print my code on paper," and "PDF doesn't matter," but I'm not satisfied with those answers.

But all that aside, is the wider code clearer? That's the real goal.
The conditional part, especially, is a little tricky. I like using the question mark operator, since it's the only way in C to create conditional code that returns a value - something commonplace now in other languages - but it is easy to screw up. For example, if one is looking at an expression like this:

```
result = bits | ((condition) ? (true expression) : (false expression));
```

One might be tempted to remove some of the parentheses, because they appear to be useless:
result = bits | (condition ) ? (true expression) : (false expression);
But this would be a mistake. The C language operator precedence will come to bite you, and you'll get this behavior:
result $=$ (bits | (condition)) ? (true expression) : (false expression);
(Ask me how I know that!)
Should I give up the question mark operator? Some coding standards recommend doing just that, but it would take away what I think is a very useful idiom.

Another aside: my personal C coding style, developed over decades, includes a lot of parentheses that some C programmers would sneer at. I just still find it easier and clearer to include extra sets of parentheses that are technically redundant, because they express exactly what I want the code to do, allowing me to focus on the algorithm as I'm writing the code rather than the arcane rules of C operator precedence. I don't do this in languages such as Haskell, where the operator precedence rules were a bit better thought-out from the start. Even the creators of C have admitted that it would have been better if some of the rules had been changed early on in the development of the language, but it is far too late now.

I try not to make it my highest priority, unless I see a demonstrated need to optimize the source code, but there's also a question of efficiency. We may be doing the conditional checks inside the assigments, instead of outside them, but they are still there. In the source code, they appear multiple times, when processing even a case that should be the simplest. The compiler may be able to do very clever things and optimize some of this away, but I have not profiled this code or looked at the resulting assembly language to check if that is happening. And, of course, optimization is specific to the platform, compiler, and compiler settings.

What if I just bit the bullet and did the looping the way the BSD encoding funtion did it, trying to first encode as many full groups as possible, then handle any leftover input bytes? Well, I still have all my testing apparatus in place, and everything is in version control, so it's very easy to try out a code change. I'm not really happy to throw out my "look how clever I am!" version, but it may
be for the best. So here's the "look how simple I can be!" version instead, with more comments to explain things:

```
while ((num_in_bytes - in_byte_idx) >= 3)
{
    /*
        Produce all four output bytes following the
        three-to-four pattern.
    */
    out_p[0] = T0_BASE_64( in_p[in_byte_idx ] >> 2 );
    out_p[1] = TO_BASE_64(((in_p[in_byte_idx ] & 0x03) << 4) |
                            ( in_p[in_byte_idx + 1] >> 4) );
    out_p[2] = TO_BASE_64(((in_p[in_byte_idx + 1] & 0x0F) << 2) |
                            ( in_p[in_byte_idx + 2] >> 6) );
    out_p[3] = TO_BASE_64( in_p[in_byte_idx + 2] & 0x3F );
    in_byte_idx += 3;
    out_p += 4;
}
if ((num_in_bytes - in_byte_idx) > 0)
{
    /*
        There is least one remaining input byte: produce the first
        output byte.
    */
    out_p[0] = TO_BASE_64( in_p[in_byte_idx ] >> 2 );
    if (1 == (num_in_bytes - in_byte_idx))
    {
        1* There is exactly one more input byte. Produce the
            second output byte from bits in the first input byte.
        */
        out_p[1] = TO_BASE_64(((in_p[in_byte_idx ] & 0x03) << 4) );
    }
    else
    {
        /*
            There are exactly two more input bytes. Produce the
                second output byte with bits from both the first and
                second input byte, and the third output byte from the
                remaining bits in the second input byte.
            */
        out_p[1] = TO_BASE_64(((in_p[in_byte_idx ] & 0x03) << 4) |
                            (in_p[in_byte_idx + 1] >> 4) );
        out_p[2] = TO_BASE_64(((in_p[in_byte_idx + 1] & 0x0F) << 2) );
```

```
    }
```

\}

OK. All my test "scaffolding" was still in place, and the above code passed all the tests. So now I just have to ask myself: is this better in any signficant way than my first attempt?

```
while (in_byte_idx < in_byte_count)
{
    uint8_t remaining_bytes = in_byte_count - in_byte_idx;
    if (1 == remaining_bytes)
    {
        out_p[0] = base64_a[ in_p[0] >> 2 ];
        out_p[1] = base64_a[(in_p[0] & 0x03 ) << 4 ];
        out_byte_count += 2;
        break;
    }
    else if ( 2 == remaining_bytes )
    {
        out_p[0] = base64_a[ in_p[0] >> 2 ];
        out_p[1] = base64_a[((in_p[0] & 0x03) << 4) | (in_p[1] >> 4)];
        out_p[2] = base64_a[((in_p[1] & 0x0F) << 2) ];
        out_byte_count += 3;
        break;
    }
    else
    {
        out_p[0] = base64_a[ in_p[0] >> 2 ];
        out_p[1] = base64_a[((in_p[0] & 0x03) << 4) | (in_p[1] >> 4)];
        out_p[2] = base64_a[((in_p[1] & 0x0F) << 2) | (in_p[2] >> 6)];
        out_p[3] = base64_a[ in_p[2] & 0x3F ];
        in_byte_idx += 3;
        out_byte_count += 4;
        out_p += 4;
    }
}
```

Thinking it over, I concluded that it is a bit better. I like the way it uses a simple while loop to handle what, when working with a variety of different data lengths, will probably be the most commonly executed case first: producing full chunks of 4 output bytes. There is less logic happening in that loop, at the expense of a bit more logic in the "mopping up" branches. But we will only actually execute one of the "mopping-up" branches per call to the encoding function. And my comments seem to explain it reasonably well. So I'm going to keep it.

So, I wound up using some of the structure of the BSD code after all. I
thought about using other ways to structure the "leftover" logic, but despite my experimentation, I really couldn't think of a way that was better than the way the BSD code implements that core algorithm.

## Debrief

So what was the point of all this effort?
Well, for one thing, I now understand the algorithm very well. And I have convinced myself that while there are some more clever ways to implement it, I can't think of one that is obviously better. And I now have a thoroughly-tested implementation of Base64 encoding and decoding functions, and a suite of test code. And my versions do exactly what I want them to do, and no more. I find that time spent practicing implementation of algorithms is never actually wasted.

My version also generate more detailed errors than the BSD code. For example, I have a separate error code that my decoding function returns if the length of the encoded data is not sensible, as per my earlier discussion of impossible output data lengths.

I also think my decoding function is a big improvement over the BSD version, at least for my purposes. In that function, the switch with fall-through logic is more elegant than it was in the encoding function. So I'm keeping that one the way it is.

## Land of Revision

And so, that's an example of how I think and how I write code. In real life, it's much messier than this. I committed twelve different versions of my $C$ file to the version control system, and eight different versions of the header file. I covered a lot of sketchbook pages with incomprehensible notes. I went down some dead ends, and backed stuff out. I ran code under the debugger many times.

My process is unavoidably messy like this because it relies on revision. Traditionally, that wasn't how the discipline of software engineering expected code to be written. But it's the only way that has ever really worked for me, and I think an awful lot of programmers will, if they are honest, admit that they work this way, too; they don't actually get the best results by thinking about the problem, writing the one and only true version, maybe giving it a quick test, and then walking away from it.

Wow, that took me a long time to write. And I wound up revising my code, which I thought was finished, several more times while I wrote it. In particular, I improved my comments, which I thought I was completely done with. But fortunately because I had all that test scaffolding, it was very easy to test my changes. And so the process of explaining my code resulted in improvements.

Which is what usually happens, if one is humble enough to keep realizing that there is room for improvement, and allow the process to do its magic.

## Sunday

After work on Friday I went to Costco and picked up a few groceries. We had pizza for dinner. I picked up two whole cheese pizzas, sort of forgetting that Grace and Sam and the babies were not here. And so we had a whole pizza left over to eat on Saturday.

A storm came through Friday night, dumping six or eight inches of snow, and so we are...

## Stuck

I tried to get the boys out to altar server training at church on Saturday morning. It was hopeless. It had warmed up to above freezing, and the sun was out. But there was still a little bit of sleet coming down. So we had the top layer of snow melting, and new ice forming on top of it. It was impassable. I wound up sliding all over the yard and chewing up the lawn. There was a fair amount of cursing involved, I'm sorry to say.

About fifteen minutes after we gave up, leaving the truck stuck in the yard, and came back inside, I got a belated text message telling me that altar server training was canceled. No, you're canceled...

Later in the day on Saturday it had stopped sleeting, and the sun was warming up the snow, so we were able to shovel a good portion of the driveway, and I got the truck put back where it was supposed to be. And so I thought there was at least a possibility that we'd be able to get out for Mass this morning.

But this morning, more sleet had fallen, and it had gotten colder, and the parts of the driveway that we cleared were now coated with a layer of ice. And the sun was hidden behind clouds, so it wasn't any help.
And so the truck is stuck in the driveway again. Unless we get a few hours of sun, Veronica probably isn't going to make it to her youth group tonight. And I've got to think about whether I can get out for work tomorrow or for Veronica's choir practice in the evening. Even if we get the part of the driveway in front of the house cleared, there's still the matter of a thousand feet or so of of unpaved track through the woods to get out to Crane Road, which is itself a dirt road and doesn't get plowed very often.

Fortunately we've got a lot of food in the house and a fireplace, and so when the kids aren't screaming or fighting, it's really rather pleasant being stuck.
It's snowing some more.

## The Disease of Images

I finished watching the long cut of Wim Wender's film Until the End of the World. The second part of the film slows down a lot, and becomes more plot-heavy and serious than the first half. The Blu-ray transfer really does look especially gorgeous in these outdoor scenes. Our characters wind up stuck, themselves, for a long while in a remote part of Australia, wondering if the Indian nuclear satellite has irradiated the rest of the world, and nervously waving a Geiger counter over everyone who arrives in their little outpost. Sam can't seem to focus his attention enough to successfully play back the recordings that they made all over the world in the first half of the film, but Claire is able to do it. So, Sam's blind mother Edith is finally able to "see" her long-lost family members.

Then, the story takes a dark turn.
Sam's mother, blind since she was a small child, finds that it is really quite disturbing to have a form a vision back. The world, as the narrator character Gene explains, seems much darker and grimmer than she remembers. Already in frail health, Edith seems to give up the will to live any longer, and dies.
Then, the story takes an even darker turn.
Henry, Sam's grieving father, discovers that he can actually use the recording technology to record his own dreams, because it is in his dreams that he is still able to see his wife. And so Sam and Claire begin to experiment as well. But it turns out that viewing one's dreams is not really a good idea. It results in a sort of narcissistic addiction, or feedback loop. Soon Sam's father, Sam, and Claire can only stare at the playback, apparently seeking to live in the world of their dreams.

Our narrator tells us that in the beginning was the Word; as a writer, of course, he would say that. But in the end, he opines, was the image.

It's a fascinating thing for Wim Wenders, filmmaker, purveyor of images, to be conveying. But he seemed at the time to be genuinely distressed about the flood new technology and the way it seemed to be poised to saturate our lives with images at the expense of analysis.
Looking at the way that Apple's new iPhone ads demonstrate all the exciting new ways one can use this extremely advanced piece of technology to take "selfies" -slowed-down, speeded up, as sharp and detailed as a feature film - I'm finding it hard to say with any conviction that Wenders was wrong.

Gene rescues Claire by forcing her to undergo a detox period. Then he gives her his novel to read - and the novel is her story, at least as Gene imagines it, including her bright future. She has essentially crashed her life into a ditch, and wound up literally stuck reliving her own past. Even after her mind is broken out of that feedback loop of nostalgia, she can see no way forward. Even though he knows he can't be her romantic partner any more, he shows her a way, by
sharing his dreams; a sort of dream transplant. It's an amazing act of platonic love.

Sam is rescued a different way. His aboriginal "brother" takes him into the bush, where he can sleep out in the open, between two "old guys," who will take away his bad dreams. He wakes up laughing. He is also rescued by the sharing of dreams, in another act of platonic love, like someone sucking the poison out of a snakebite. The next day, we see him looking at the world not through the recording device anymore, but through his own eyes, painting a watercolor picture of a rock. He labels the painting, simply, "rock" - a Word upon which he can rebuild his world. And he's laughing.

I'm not sure if I've really conveyed why this remains one of my favorite films, but I hope I've given you enough of a taste of it that you might decide to watch the whole thing, and form your own opinion. If you decide to watch it, I highly recommend the Criterion Blu-ray. I would avoid the theatrical cut; it really is a broken, amputated version of the film, and while it is interesting, it largely fails to tell the story the director wanted to tell.
That's all for this week. Stay warm, everyone! And stay off the roads!
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